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Abstract

We introduce Polaris, a network null model for colored multi-
graphs that preserves the Joint Color Matrix. Polaris is specifically
designed for studying network polarization, where vertices belong
to a side in a debate or a partisan group, represented by a ver-
tex color, and relations have different strengths, represented by
an integer-valued edge multiplicity. The key feature of Polaris is
preserving the Joint Color Matrix (JCM) of the multigraph, which
specifies the number of edges connecting vertices of any two given
colors. The JCM is the basic property that determines color assorta-
tivity, a fundamental aspect in studying homophily and segregation
in polarized networks. By using Polaris, network scientists can
test whether a phenomenon is entirely explained by the JCM of the
observed network or whether other phenomena might be at play.

Technically, our null model is an extension of the configuration
model: an ensemble of colored multigraphs characterized by the
same degree sequence and the same JCM.To sample from this ensem-
ble, we develop a suite of Markov Chain Monte Carlo algorithms,
collectively named Polaris-∗. It includes Polaris-B, an adapta-
tion of a generic Metropolis-Hastings algorithm, and Polaris-C, a
faster, specialized algorithm with higher acceptance probabilities.
This new null model and the associated algorithms provide a more
nuanced toolset for examining polarization in social networks, thus
enabling statistically sound conclusions.
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Figure 1: Two multigraphs with the same degree sequence and JCM.
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1 Introduction

Polarization is perceived as one of the largest problems in our soci-
ety [16]. Scientists have studied the phenomenon extensively, more
recently by using data from social media [10, 25, 28, 29, 37]. Many
different theories try to explain the phenomenon, from affective po-
larization to partisan identity and echo chambers [2, 8, 21, 24, 31, 45].
However, definite evidence is still lacking.

Existing observational studies often use network representations
to study the problem. This choice allows employing the ample
network- and graph-theoretical toolset to define properties and
compute relevant measures. However, such quantities are only
significant insofar as they are not statistical noise. For this purpose,
null-hypothesis models are used to assess statistical significance.

Unfortunately, to date, the network null models used in these
studies are exceedingly simple [40]. They usually preserve only ba-
sic characteristics of the graph structure, such as density or degree
sequences [18], but they ignore the interplay between opinions or
communities that describe the polarization phenomenon.

The main contribution of this work is to propose a new network
null model geared towards the study of network polarization. In
particular, our null model is a statistical ensemble of colored multi-

graphs: graphs where each vertex has a color (i.e., a single label) and
edges can appear multiple times. Vertex colors, or labels, are often
used to represent the different sides in a controversial argument
or debate, or groups such as partisan identities [10, 19, 22]. Multi-
edges are commonly used to represent endorsement networks (e.g.,
retweet or interaction networks) [19, 20, 22], where the multiplicity
represents the strength of the relationship between two vertices.

The ensemble we consider is a microcanonical one akin to the
configuration model [4, 5], i.e., its members are all and only the
graphs with a specific degree sequence. The graph ensemble for
our null model is additionally defined by a property shared by all
members of the ensemble: the Joint Color Matrix (JCM). This matrix
determines the number of edges that connect vertices of different
colors. Figure 1 depicts two small graphs belonging to the same
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ensemble and their associated JCM. The JCM determines important
properties of the graph, e.g., its color assortativity [36] which is
fundamental in the study of homophily and segregation [30].

We devise a suite of Markov chain Monte Carlo algorithms,
named Polaris-∗, to sample from the ensemble. We prove the
Markov chain is irreducible and aperiodic, thus having a unique
stationary distribution. The first algorithm, Polaris-B, is an adap-
tation of an existing algorithm [17] using the Metropolis-Hastings
method. The second algorithm, Polaris-C, takes into account the
vertex colors in a more judicious manner. As a result, Polaris-C has
higher acceptance probabilities than Polaris-B, and mixes faster.

2 Related Work

When searching for patterns in network data it is essential to be
able to reason about their significance. In statistics, there is a long
tradition of assessing significance by comparing an observed pat-
tern with its occurrence in a randomized null model [15]. Extending
this idea to networks leads to random-graph null models, where one
compares properties observed in real-world networks with proper-
ties observed in networks sampled from a certain random-graph
distribution. While there is a vast literature on random-graph mod-
els, such as the Erdős-Rényi random graph [13] and the preferential
attachment model [3, 6], which are simple to generate via an itera-
tive sampling process, practitioners often seek to sample networks
from a space of networks satisfying certain constraints. The most
commonly-used constrained random-graph null model is the con-
figuration model [4, 5, 17], where the sample space consists of all
networks having a specified degree sequence. Configuration mod-
els have a long research history with applications in sociology [34],
ecology [9], systems biology [32], and other disciplines.

The Markov chain Monte Carlo (MCMC) method is an archetypal
approach for sampling from the space of networks with a fixed
degree sequence. The MCMC technique performs a random walk
over the sample space G of feasible networks and appropriately
modifies the transition probabilities of the walk, e.g., using the
Metropolis-Hastings algorithm [38], so that the stationary distri-

bution is a desirable target distribution, such as the uniform one.
Typically, the neighboring states in the Markov chain are networks
that differ only in a two-edge swap, making it easy to transition be-
tween states and sample random networks from the whole space G.
By proving that the Markov chain is strongly connected (irreducible)
and aperiodic, it can be argued that there is a unique stationary

distribution, and the Metropolis-Hastings algorithm can be used to
obtain samples from it.

A question of theoretical interest is themixing time of theMCMC
method, i.e., the number of steps required before the actual sample
distribution is 𝜖-close to the stationary distribution. Theoretical
papers have derived conditions that the method is rapidly mixing,
i.e., the number of required steps is polynomial [11, 27]. However,
the general case is still not fully understood. Furthermore, existing
bounds are high-degree polynomials and are mostly of theoreti-
cal interest. In practice, researchers employ various diagnostics to
assess empirically the MCMC convergence [12, 39], such as com-
paring the variance of sample graph statistics inside a sequence of
the chain and against the variance across multiple sequences [23].

Other types of graph ensembles have been proposed as a null
model to assess the statistical importance of patterns and graph
structure. Those includemaximum-entropy models [42], which how-
ever preserve the degree sequence only in expectation, and expo-

nential random graph models [41], which increase the probability of
observing certain subgraph structures, and which are also typically
sampled using MCMC methods.

Overall, a large number of methods for sampling graph null mod-
els have been presented in the literature, and the ideas have been
applied to analyzing data from different disciplines. Nevertheless,
perhaps surprisingly, no previous work on preserving the color
assortativity of a network exists.

3 Preliminaries

This section introduces themain concepts and notation used through-
out the work. We use double curly braces to denote multisets, e.g.,
𝐴 = {{𝑎, 𝑏, 𝑏, 𝑐, 𝑑, 𝑑, 𝑑}}, and𝜔𝐴 (𝑎) is themultiplicity of an element 𝑎
in a multiset𝐴, i.e., the number of times 𝑎 appears in𝐴. |𝐴| denotes
the multiset cardinality of a set, e.g., |𝐴| = 7 in the example above.
The notation set(𝐴) represents the set obtained by removing all
duplicates from 𝐴, e.g., set(𝐴) = {𝑎, 𝑏, 𝑐, 𝑑}.

Definition 3.1 (Colored Multigraph). A colored, undirected, multi-

graph is a tuple 𝐺 � (𝑉 , 𝐸,L, 𝜆), where 𝑉 is a set of vertices, 𝐸 is a
multiset of edges between vertices, each edge being an unordered
pair of vertices from 𝑉 , and 𝜆 : 𝑉 → L is a labeling function
assigning a color (i.e., a single label) from the set L to each vertex.

We allow (multiple) self-loops, i.e., edges of the type (𝑢,𝑢),𝑢 ∈ 𝑉 .
All multigraphs we consider are colored, so henceforth we use
“multigraph” to mean “colored multigraph”. We refer to edges in-
cident to vertices with the same color as monochrome edges, and
edges incident to vertices with different colors as bichrome edges.

Two edges (𝑢,𝑤), (𝑣, 𝑧) are distinct when they are two different
members of 𝐸. Two distinct edges may be copies of the same multi-
edge, i.e., be incident to the same pair of vertices, or to the same
vertex if they are self-loop. We write (𝑢,𝑤) = (𝑣, 𝑧) if two edges are
copies, but since edges are unordered pairs of vertices, this notation
does not imply 𝑢 = 𝑣 and𝑤 = 𝑧, as it may be 𝑢 = 𝑧 and𝑤 = 𝑣 .

Amultigraph𝐺 = (𝑉 , 𝐸,L, 𝜆) can be seen as an integer-weighted
graph𝐺 ′ = (𝑉 , 𝐸′,L, 𝜆,w), with 𝐸′ = set(𝐸), and w a function that
assigns a natural weight to edges in 𝐸′, so that w(𝑒) = 𝜔𝐸 (𝑒).

Given a multigraph 𝐺 = (𝑉 , 𝐸,L, 𝜆), for each 𝑢 ∈ 𝑉 , Γ𝐺 (𝑢)
denotes the multiset of neighbors of 𝑢, and 𝑑𝐺 (𝑢) � |Γ𝐺 (𝑢) | the
degree of 𝑢 in 𝐺 . For each ℓ ∈ L, let 𝑉 ℓ � {𝑣 ∈ 𝑉 : 𝜆(𝑣) = ℓ}
be the set of vertices with color ℓ . For each 𝑢 ∈ 𝑉 and ℓ ∈ L, let
Γℓ
𝐺
(𝑢) � {{𝑣 ∈ 𝑉 ℓ : (𝑢, 𝑣) ∈ 𝐸}} be themultiset of neighbors of𝑢 in𝐺

with color ℓ , and let 𝛾 ℓ
𝐺
(𝑢) �

��Γℓ
𝐺
(𝑢)

��. Clearly, 𝑑𝐺 (𝑢) =∑︁
ℓ∈L 𝛾

ℓ
𝐺
(𝑢).

Definition 3.2 (JCM). The Joint Color Matrix 𝐽𝐺 of a multigraph
𝐺 = (𝑉 , 𝐸,L, 𝜆) is the symmetric square matrix J𝐺 ∈ N | L |× |L |

where each entry 𝐽𝐺 [ℓ, 𝑟 ] is the number of edges between a vertex
with color ℓ and a vertex with color 𝑟 , i.e.,

𝐽𝐺 [ℓ, 𝑟 ] � |{{(𝑢,𝑤) ∈ 𝐸 : 𝜆(𝑢) = ℓ ∧ 𝜆(𝑤) = 𝑟 }}| .

Figure 1 shows twomultigraphs with two colors, the same degree
sequence, and the same JCM (shown in the center of the figure).



Sampling from the Multigraph Configuration Model with Prescribed Color Assortativity WSDM ’25, March 10–14, 2025, Hannover, Germany

3.1 Null Models for Graph Properties

For any multigraph 𝐺 , let P𝐺 be a set of properties from 𝐺 , e.g.,
the number of edges, the degree sequence, the diameter, or similar
structural properties, which may be scalars, vectors, or matrices.

Let 𝐺 = (𝑉 , 𝐸,L, 𝜆) be an observed multigraph. Given P
𝐺̊
, the

microcanonical null model Π � (Z, 𝜋) is a tuple whereZ is the set
of all and only the multigraphs𝐺 = (𝑉 , 𝐸𝐺 ,L, 𝜆) on the same set of
vertices, with the same colors and coloring function as 𝐺 , and that
preserve each property in P

𝐺̊
i.e., such that P𝐺 = P

𝐺̊
, and where 𝜋

is a probability distribution overZ. Clearly𝐺 ∈ Z, and the graphs
inZ only differ by their multisets of edges.

3.2 Markov Chain Monte Carlo Methods

All algorithms in Polaris-∗ follow the Markov chain Monte Carlo

(MCMC) method, using the Metropolis-Hastings (MH) approach [33,
Ch. 7 and 10]. Let us now introduce these concepts.

Let G = (S, E,w) be a directed, weighted, strongly connected,
and aperiodic1 graph, which may have self-loops. The vertices in S
are known as states, andG is known as a state graph. Using the same
notation we defined previously, for any state 𝑠 ∈ S, ΓG (𝑠) denotes
the set of (out-)neighbors of 𝑠 , i.e., the set of states 𝑢 s.t. (𝑠,𝑢) ∈ E.
Iff 𝑢 ∈ ΓG (𝑠), then w(𝑠,𝑢) > 0, and it holds

∑︁
𝑢∈ΓG (𝑠 ) w(𝑠,𝑢) = 1.

Thus, for any 𝑢 ∈ S, we can define the transition probability 𝜏𝑠,𝑢
from 𝑠 to 𝑢 as w(𝑠,𝑢) if 𝑢 ∈ ΓG (𝑠), and 0 otherwise.

Given any G as above, a neighbor proposal probability distribution
𝜉𝑣 over ΓG (𝑣) for any 𝑣 ∈ S, and any probability distribution 𝜙 over
S, the MH approach is a generic procedure to sample a state 𝑠 ∈ S
according to 𝜙 . Starting from any 𝑣 ∈ S, one first draws a neighbor
𝑢 of 𝑣 according to 𝜉𝑣 , and then “moves” to 𝑢 with probability

𝛼𝑣 (𝑢) = min
{︃
1,
𝜙 (𝑢)
𝜙 (𝑣)

𝜉𝑢 (𝑣)
𝜉𝑣 (𝑢)

}︃
,

otherwise remains in 𝑣 . The quantity 𝛼𝑣 (𝑢) is known as the accep-
tance probability of 𝑢. The sequence of states obtained by repeating
this procedure forms a Markov chain over S with unique stationary
distribution 𝜙 . Thus, after a sufficiently large number of steps 𝑡 , the
state 𝑣𝑡 at time 𝑡 is distributed according to 𝜙 , and can be considered
a sample of S according to 𝜙 .

To use MH, it is necessary to define: (i) the graph G as above,
taking special care in ensuring that it is strongly-connected and
aperiodic; (ii), the neighbor sampling distribution 𝜉𝑠 () for every
state 𝑠 ∈ S; and (iii) the desired sampling distribution 𝜙 over S.

4 A Null Model for Vertex-Colored Graphs

Given an observed 𝐺 � (𝑉 , 𝐸,L, 𝜆), with 𝑉 = {𝑣1, . . . , 𝑣 |𝑉 | }, we
consider the null model Π = (Z, 𝜋) where P

𝐺̊
consists of the

degree sequence
[︁
𝑑
𝐺̊
(𝑣1), . . . , 𝑑𝐺̊

(︁
𝑣 |𝑉 |

)︁ ]︁
and the JCM 𝐽

𝐺̊
.

This null model is essentially the simplest one that considers
the color information, if one assumes that the color of a vertex is
an intrinsic property. While one could think of preserving only
the colored degree sequences for each color, doing so is equivalent
to preserving the “generic” degree sequence, and thus does not
leverage the color information in any meaningful way. Indeed, this
can be done on the unlabeled version of the multigraph [18].

1A graph is aperiodic iff the greatest common divisor of the lengths of its cycles is 1.

Our goal is to design efficient MCMC algorithms to sample from
Z w.r.t. 𝜋 as defined above. We first define two operations that
allow transforming a multigraph𝐺 into a multigraph𝐻 , potentially
identical to𝐺 . The first operation is the classic Double Edge Swap
(DES), known under many names and introduced many times in
the literature [1, 7, 26, 43, 44, 46].

Definition 4.1 (Double Edge Swap (DES)). Given a multigraph𝐺 �
(𝑉 , 𝐸,L, 𝜆), let (𝑢,𝑤), (𝑣, 𝑧) be two distinct edges in 𝐸. Consider the
multigraph 𝐻 = (𝑉 , (𝐸 \ {{(𝑢,𝑤), (𝑣, 𝑧)}}) ∪ {{(𝑢, 𝑧), (𝑤, 𝑣)}},L, 𝜆).
We call the operation that “swaps” (𝑢,𝑤), (𝑣, 𝑧) with (𝑢, 𝑧), (𝑤, 𝑣) a
Double Edge Swap (DES), and denote it (𝑢,𝑤), (𝑣, 𝑧) → (𝑢, 𝑧), (𝑤, 𝑣).

We say that a DES is applied to the origin multigraph𝐺 to obtain
the destination multigraph 𝐻 , or that a DES transforms 𝐺 into 𝐻 .

For every unordered pair ((𝑢,𝑤), (𝑣, 𝑧)) of distinct edges in
the origin graph, there are exactly two DESs that involve them:
(𝑢,𝑤), (𝑣, 𝑧) → (𝑢, 𝑧), (𝑣,𝑤) and (𝑢,𝑤), (𝑣, 𝑧) → (𝑢, 𝑣), (𝑧,𝑤). If
the destination multigraph 𝐻 is the same for both DESs, we say
that the DESs are equivalent. If 𝐻 = 𝐺 , we say that the DES is a
no-op, otherwise we say that the DES is amoving DES. For the same
unordered pair of distinct edges in the origin graph, one DES may
be a no-op, and the other may be a moving DES.

Multiple expressions may correspond to the same DES, as a DES
is defined by the multiset of edges in the origin multigraph and by
the multiset of edges in the destination multigraph. For example,
the expressions (𝑢,𝑤), (𝑣, 𝑧) → (𝑢, 𝑧), (𝑤, 𝑣) and (𝑧, 𝑣), (𝑢,𝑤) →
(𝑢, 𝑧), (𝑤, 𝑣) both denote the same DES.

DESs can be used in MCMC algorithms to sample from a null
model that preserves the degree sequence of an observed multi-
graph [18, and references therein]: given a DES, the destination
multigraph has the same vertices and the same degree sequence as
the origin. Conversely, the JCM may or may not be preserved by a
DES. Thus we define the following specific operation.

Definition 4.2 (JCM-preserving Double Edge Swap (JDES)). A
JCM-preserving Double Edge Swap (JDES) is a DES such that the des-
tination multigraph 𝐻 retains the JCM of the origin multigraph 𝐺 .

An example of JDES that can be applied to the left multigraph
in Figure 1 is (1, 7), (3, 6) → (1, 6), (3, 7), while the operation
(3, 4), (9, 8) → (3, 8), (9, 4) is a DES but not a JDES.

For any unordered pair ((𝑢,𝑤), (𝑣, 𝑧)) of distinct edges in the ori-
gin multigraph, zero, one, or both DESs may be JDESs. We now give
a complete characterization of which DESs are JDESs, considering
different cases based on the properties of the edges involved.
Case 0: {𝜆(𝑢), 𝜆(𝑤)} ∩ {𝜆(𝑣), 𝜆(𝑧)} = ∅, i.e., the two edges have
disjoint vertex colors. Then, neither DES is a JDES.
Case 1: |{𝑢,𝑤, 𝑣, 𝑧}| = 1, i.e., (𝑢,𝑤) and (𝑣, 𝑧) are copies of the same
self-loop multiedge. Both DESs are JDESs and no-ops.
Case 2A: |{𝑢,𝑤, 𝑣, 𝑧}| = 2∧𝑢 =𝑤 ∧𝑣 = 𝑧∧𝜆(𝑢) = 𝜆(𝑣), i.e., (𝑢,𝑤)
and (𝑣, 𝑧) are two different self-loops on vertices with the same
color. Both DESs are equivalent JDESs and moving DESs.
Case 2B: |{𝑢,𝑤, 𝑣, 𝑧}| = 2∧𝑢 ≠ 𝑤 ∧𝑣 ≠ 𝑧∧𝜆(𝑢) = 𝜆(𝑤), i.e., (𝑢,𝑤)
and (𝑣, 𝑧) are identical non-self-loop monochrome multiedges. Both
DESs are JDESs; one is a no-op, while the other creates a self-loop.
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Case 2C: |{𝑢,𝑤, 𝑣, 𝑧}| = 2 ∧ 𝑢 ≠ 𝑤 ∧ 𝑣 ≠ 𝑧 ∧ 𝜆(𝑢) ≠ 𝜆(𝑤), i.e.,
(𝑢,𝑤) and (𝑣, 𝑧) are identical non-self-loop bichrome multiedges.
Only one DES is a JDES, and is a no-op.
Case 2D: |{𝑢,𝑤, 𝑣, 𝑧}| = 2 ∧ (𝑢 = 𝑤 ∨ 𝑣 = 𝑧) ∧ ¬(𝑢 = 𝑤 ∧ 𝑣 = 𝑧),
i.e., one edge is a self-loop, the other is not but is incident to the
self-loop vertex. Both DESs are JDESs and no-ops.
Case 3A: |{𝑢,𝑤, 𝑣, 𝑧}| = 3 ∧ (𝑤 = 𝑢 ∨ 𝑣 = 𝑧) ∧ {𝜆(𝑢), 𝜆(𝑤)} ∩
{𝜆(𝑣), 𝜆(𝑧)} ≠ ∅, i.e., one edge is a self-loop, the other is not and is
incident to different vertices than the self-loop, and at least one of
these vertices has the same color as the self-loop. Both DESs are
equivalent JDESs and moving DESs.
Case 3B: |{𝑢,𝑤, 𝑣, 𝑧}| = 3∧𝑢 ≠ 𝑤 ∧𝑣 ≠ 𝑧 ∧|{𝜆(𝑢), 𝜆(𝑤), 𝜆(𝑣), 𝜆(𝑧)}|
= 1, i.e., neither edge is a self loop, and since |{𝑢,𝑤, 𝑣, 𝑧}| = 3, it
holds exactly one of𝑢 = 𝑣 ,𝑢 = 𝑧,𝑤 = 𝑣 , or𝑤 = 𝑧, so the edges form
a wedge with vertices sharing the same color. Assume, w.l.o.g., that
𝑢 = 𝑣 . Then both DESs are JDESs; one is a no-op, while the other
creates a self-loop on 𝑢 and an edge between the vertices at the
extremes of the former wedge.
Case 3C: |{𝑢,𝑤, 𝑣, 𝑧}| = 3∧𝑢 ≠ 𝑤∧𝑣 ≠ 𝑧∧|{𝜆(𝑢), 𝜆(𝑤), 𝜆(𝑣), 𝜆(𝑧)}|
= 2 ∧ (𝜆(𝑢) = 𝜆(𝑤) ∨ 𝜆(𝑣) = 𝜆(𝑧)). Similar to Case 3B, but exactly
one edge is monochrome. Both DESs are JDESs; one is a no-op,
while the other creates a self-loop on 𝑢 and an edge between the
two extremes of the former wedge.
Case 3D: |{𝑢,𝑤, 𝑣, 𝑧}| = 3∧𝑢 ≠ 𝑤∧𝑣 ≠ 𝑧∧|{𝜆(𝑢), 𝜆(𝑤), 𝜆(𝑣), 𝜆(𝑧)}|
= 2 ∧ 𝜆(𝑢) ≠ 𝜆(𝑤) ∧ 𝜆(𝑣) ≠ 𝜆(𝑧). The edges form a wedge where
the endpoints of the wedge have the same color and the vertex in
the middle has a different color. One DES is a JDES and is a no-op.
Case 3E: |{𝑢,𝑤, 𝑣, 𝑧}| = 3∧𝑢 ≠ 𝑤∧𝑣 ≠ 𝑧∧|{𝜆(𝑢), 𝜆(𝑤), 𝜆(𝑣), 𝜆(𝑧)}|
= 3. The edges form a wedge, but all three vertices have different
colors. One DES is a JDES and is a no-op.
Case 4A: |{𝑢,𝑤, 𝑣, 𝑧}| = 4∧ |{𝜆(𝑢), 𝜆(𝑤), 𝜆(𝑣), 𝜆(𝑧)}| = 3 ∧ 𝜆(𝑢) ≠
𝜆(𝑤) ∧ 𝜆(𝑣) ≠ 𝜆(𝑧). The edges are incident to four distinct vertices,
neither of them is monochrome, they are not both bichrome with
the same two colors, but they are incident to one vertex with the
same color. One DES is a JDES and is a moving DES.
Case 4B: |{𝑢,𝑤, 𝑣, 𝑧}| = 4 ∧ |{𝜆(𝑢), 𝜆(𝑤), 𝜆(𝑣), 𝜆(𝑧)}| = 2 ∧ 𝜆(𝑢) ≠
𝜆(𝑤) ∧ 𝜆(𝑣) ≠ 𝜆(𝑧). The edges are incident to four distinct vertices
and are both bichrome with the same two colors. One DES is a JDES
and is a moving DES.
Case 4C: |{𝑢,𝑤, 𝑣, 𝑧}| = 4 ∧ |{𝜆(𝑢), 𝜆(𝑤), 𝜆(𝑣), 𝜆(𝑧)}| ∈ {1, 2} ∧
(𝜆(𝑢) = 𝜆(𝑤)∨𝜆(𝑣) = 𝜆(𝑧)). The edges are incident to four distinct
vertices, with at least three of them having the same color. Both
DESs are JDESs, they are not equivalent, and both are moving DESs.

There cannot be more than two JDESs transforming𝐺 into𝐻 , for
𝐻 ≠ 𝐺 . If there are two, they involve the same pair of edges and are
equivalent. All JDESs are reversible: if there are JDESs transforming
𝐺 into 𝐻 , then there are JDESs transforming 𝐻 into 𝐺 .

4.1 Strong Connectivity and Aperiodicity ofZ
via JDESs

In Polaris, the state space S of the state graph G = (S, E,w) is
Z, and the desired probability distribution according to which to
sample is 𝜋 . The edge set E is defined as follows. For any𝐺,𝐻 ∈ Z,
there is an edge (𝐺,𝐻 ) ∈ E if there is a JDES from𝐺 ∈ Z to𝐻 ∈ Z.

Clearly, if that is the case, there is also an edge (𝐻,𝐺) ∈ E as all
JDESs are reversible. Additionally, there may be a self-loop in 𝐺

even if there is no JDES from 𝐺 to 𝐺 , but 𝐺 has a neighbor 𝐻 such
that the acceptance probability 𝛼𝐺 (𝐻 ) is strictly less than 1.

We say that𝐺 and𝐻 are neighbors iff there is a JDES transforming
𝐺 into𝐻 . As required byMH, we show that the resulting state graph
is strongly connected (Theorem 4.3) and aperiodic (Theorem 4.4)
(full proofs in the extended version of the paper 2), which ensures
the chain is ergodic.

Theorem 4.3. The state spaceZ is strongly connected by JDESs.

The proof of this theorem explicitly builds a sequence of JDESs
from any state𝐺 ∈ Z to any other 𝐻 ∈ Z, by first going from𝐺 to
a 𝐺̃ ∈ Z such that every vertex has in 𝐺̃ exactly the same number
of neighbors of each color as it has in 𝐻 , then going from 𝐺̃ to 𝐻 .

Theorem 4.4. Given a multigraph 𝐺 , if either of the following

conditions holds, then the state graph G is aperiodic:

• there exist two edges (𝑢,𝑤) and (𝑣, 𝑧) that fall in cases 1, 2A,

2B, 2C, 2D, 3A, 3B, 3C, 3D, 3E, or 4C of the classification; or

• there exist a color ℓ ∈ L such that there are bichrome edges

(𝑢, 𝑣), (𝑢, 𝑧), (𝑤, 𝑥), with all of 𝑢, 𝑣 , 𝑧, 𝑤 and 𝑥 distinct, and

𝜆(𝑢) = 𝜆(𝑤) = ℓ .

The proof of Theorem 4.4 involves a case-by-case analysis of the
JDES, showing that either there must be a self-loop on a vertex in
G, or there are cycles of length 3 and 2, thus ensuring aperiodicity.

The conditions in Theorem 4.4 are extremely mild. For example,
the first condition implies that if there is a color such that there
are two monochrome edges with that color, then the state graph
is aperiodic. Only a (relatively) small class of unusual multigraphs
results in periodic state graphs. Additionally, the conditions are not
necessary for the graph to be aperiodic: the algorithms we present
run Markov chains on a state graph that may have additional self-
loops, as they are based on MH.

4.2 A first baseline algorithm

To warm up, we present a baseline algorithm Polaris-B, which
is an adaptation of Fosdick et al. [17, Algorithm 3]3 to our task
of interest. Fosdick et al. [17] introduced the algorithm to sample
uniformly from the space of unlabeled multigraphs with the same
degree sequence. Polaris-B is a tailored version of this algorithm
to sample according to any distribution 𝜋 from the space of colored
multigraphs with the same degree sequence and the same JCM.

Polaris-B (pseudocode in Algorithm 1) starts by setting the
current state 𝐺 of the Markov chain to the observed multigraph 𝐺
(Line 1). It then enters a loop for 𝑡 iterations. At each iteration, it
first samples two edges 𝑒1 and 𝑒2 uniformly at random from the pop-
ulation of ordered pairs of distinct edges (Lines 4–5). The algorithm
then randomly chooses one of the two possible DESs involving 𝑒1
and 𝑒2 (Line 6). If the selected DES des is not a JDES (Line 7), the
algorithm samples a new DES; if it is a no-op (Line 8), the Markov
chain stays in𝐺 . Otherwise, the algorithm computes a value 𝜌 that
depends on properties of the sampled edges, which is used as fol-
lows to ensure that the stationary distribution of the Markov chain
2https://arxiv.org/abs/2409.01363
3This algorithm only appears in the arXiv version of this paper [18].

https://arxiv.org/abs/2409.01363
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Algorithm 1: Polaris-B
Input: Observed multigraph 𝐺̊ � (𝑉 , 𝐸, L, 𝜆) , distribution 𝜋 over Z,

number of iterations 𝑡
Output:Multigraph drawn from Z according to 𝜋

1 𝐺 ← 𝐺̊

2 repeat 𝑡 times

3 do

4 𝑒1 = (𝑢, 𝑤 ) ← edge drawn u.a.r. from 𝐸

5 𝑒2 = (𝑣, 𝑧 ) ← edge drawn u.a.r. from 𝐸 \ {𝑒1 }
6 des = (𝑒1, 𝑒2 → 𝑒′1, 𝑒

′
2 ) ← DES drawn u.a.r. from

{ (𝑢, 𝑤 ), (𝑣, 𝑧 ) → (𝑢, 𝑧 ), (𝑣, 𝑤 ), (𝑢, 𝑤 ), (𝑣, 𝑧 ) →
(𝑢, 𝑣), (𝑤,𝑧 ) }

7 while des is not a JDES // Case 0
8 if des is a no-op then continue // Cases 1, 2C, 2D, 3D, 3E, and no-ops

for other cases
9 if | {𝑢, 𝑤, 𝑣, 𝑧} | = 4 then // Cases 4(A,B,C), moving DES
10 𝜌 ← (𝜔𝐺 (𝑒 ′1 ) + 1) (𝜔𝐺 (𝑒 ′2 ) + 1)/𝜔𝐺 (𝑒1 )𝜔𝐺 (𝑒2 )
11 else if | {𝑢, 𝑤, 𝑣, 𝑧} | = 3 then

12 if 𝑒1 is a self-loop or 𝑒2 is a self-loop then // Case 3A
13 𝜌 ← (𝜔𝐺 (𝑒 ′1 ) + 1) (𝜔𝐺 (𝑒 ′2 ) + 1)/2𝜔𝐺 (𝑒1 )𝜔𝐺 (𝑒2 )
14 else // Cases 3B and 3C, moving DES
15 𝜌 ← 2(𝜔𝐺 (𝑒 ′1 ) + 1) (𝜔𝐺 (𝑒 ′2 ) + 1)/𝜔𝐺 (𝑒1 )𝜔𝐺 (𝑒2 )
16 else // i.e., | {𝑢, 𝑤, 𝑣, 𝑧} | = 2
17 if both 𝑒1 and 𝑒2 are self-loops then // Case 2A
18 𝜌 ← (𝜔𝐺 (𝑒 ′1 ) + 2) (𝜔𝐺 (𝑒 ′1 ) + 1)/4𝜔𝐺 (𝑒1 )𝜔𝐺 (𝑒2 )
19 else // Case 2B
20 𝜌 ← 4(𝜔𝐺 (𝑒 ′1 ) + 1) (𝜔𝐺 (𝑒 ′2 ) + 1)/𝜔𝐺 (𝑒1 ) (𝜔𝐺 (𝑒1 ) − 1)
21 𝐻 ← apply des to𝐺
22 if Uniform(0, 1) < 𝜌𝜋 (𝐻 )/𝜋 (𝐺 ) then𝐺 ← 𝐻

23 return𝐺

is 𝜋 . Let 𝐻 ≠ 𝐺 be the multigraph obtained by applying the JDES
‘des’ to 𝐺 (Line 21). Polaris-B checks if 𝜌𝜋 (𝐻 )/𝜋 (𝐺) is greater
than a real number sampled uniformly at random from [0, 1], and
if so, it sets the current state 𝐺 of the Markov chain to 𝐻 (Line 22),
otherwise the chain remains in 𝐺 .

The only difference in Polaris-B w.r.t. [17, Algorithm 3] is that
it checks if the sampled DES is a JDES, and keeps sampling a new
DES until it is a JDES (Line 7).

Theorem 4.5. The Markov chain run by Polaris-B has stationary

distribution 𝜋 .

The complete proof is in the extended version of the paper, and
shows that Polaris-B follows the MH approach, thus ensuring the
thesis.

In practice, the number of steps 𝑡 must be chosen in such a way
that themultigraph returned by Polaris-B is, at least approximately,
distributed according to 𝜋 , i.e., 𝑡 should be greater or equal to the
mixing time for theMarkov chain. Theoretical results for themixing
time of these Markov chains are hard to obtain: even in the case of
the state space of multigraphs connected by DESs (i.e., when only
the degree sequence is preserved), upper bounds on the mixing
time are only known in limited cases [14]. Therefore, Section 5
presents an empirical evaluation of the behavior of 𝑡 .

4.3 An algorithm tailored to the task

We now present Polaris-C, a color-aware algorithm to sample a
multigraph from Z according to 𝜋 by leveraging the properties
of the data and of the task better than Polaris-B (Section 4.2). As
the results of our experimental evaluation show (Section 5), this
algorithm has higher acceptance probability and converges faster
than the baseline presented earlier.

Polaris-C improves over Polaris-B in several ways:
• it avoids sampling pairs of distinct edges falling in Case 0 of the
characterization of JDES, i.e., pairs of distinct edges such that
neither DES involving them is a JDES;
• if the sampled pair of distinct edges is such that one of the DESs

is a no-op or not a JDES and the other is a moving JDES (Cases
2B, 2C, 3B, 3C) Polaris-C always chooses the moving one;
• if the sampled pair of distinct edges is such that the JDESs
involving them are equivalent (Cases 1, 2A, 2D, 3A), it deter-
ministically chooses one thus avoiding random choices.
As Polaris-C avoids selecting no-op JDESs in some cases (second

bullet point above), one should askwhether the resulting state graph
is still aperiodic under the conditions stated in Theorem 4.4. The
answer is that the first condition should be modified to hold only
for Cases 1, 2C, 2D, 3D, and 4C. The condition for 4C is particularly
mild: it only requires the existence of a color ℓ ∈ L such that there
are two non-self-loop, non-copies, monochrome edges with color ℓ ,
i.e., two edges involving four distinct vertices with the same color.

All the above improvements of Polaris-C over Polaris-B re-
duce the probability that the Markov chain remains in the current
state, while not decreasing (and potentially increasing) the transi-
tion probability from a state to any of its different neighbors. In
other words, the off-diagonal entries of the transition matrix of
the Markov chain realized by Polaris-C are not smaller than the
corresponding entries in the transition matrix of the Markov chain
realized by Polaris-B. Polaris-C therefore precedes Polaris-B
in Peskun’s order [38], which implies that it has a smaller mix-
ing time, i.e., requires fewer steps for the state of the chain to be
(approximately) distributed according to the stationary distribution.

Polaris-C takes into account the number of different colors
nl(𝐴) in a multiset of vertices 𝐴 to distinguish various cases of the
JDES. Formally, w.l.o.g, let L = {0, . . . , 𝑘 − 1}, for some 𝑘 > 1. For
any unordered (ℓ, 𝑟 ) ∈ L × L, let 𝐸𝐺,ℓ,𝑟 be the multiset of edges
incident to one vertex with color ℓ and one vertex with color 𝑟 .
Clearly 𝐸𝐺,ℓ,ℓ is the multiset of the monochrome edges with color ℓ .
We also define

𝐸𝐺,ℓ �
⋃︂
𝑟 ∈L

𝐸𝐺,ℓ,𝑟

as the multiset of edges incident to at least one vertex with color ℓ .
Given a multiset 𝐴 of vertices, let

nl(𝐴) � |{𝜆(𝑣) : 𝑣 ∈ 𝐴}|.
Algorithm 2 presents Polaris-C’s pseudocode. The algorithm

takes as input the observed multigraph 𝐺 , the distribution 𝜋 ac-
cording to which one wants to sample fromZ, and a number 𝑡 of
iterations. It keeps track of the current state of a Markov chain on
Z in a variable𝐺 initialized to𝐺 (Line 1). Polaris-C then enters
a loop for 𝑡 iterations. At each iteration, it first samples a color ℓ
from L uniformly at random (Line 3), then it draws two distinct
edges (𝑢,𝑤) and (𝑣, 𝑧) uniformly at random respectively from 𝐸𝐺,ℓ

and from 𝐸𝐺,ℓ \ {(𝑢,𝑤)} (Lines 4–5). It then checks which case of
the JDES characterization should be considered. It either sets the
variable jdes to be a moving JDES involving (𝑢,𝑤) and (𝑣, 𝑧), pos-
sibly by choosing it uniformly at random when there are two non-
equivalent, moving, JDESs (only happens in Case 4C, Lines 39–43),
or keeps the state of the Markov chain to be the current multigraph
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𝐺 if the JDESs in the considered case are both no-ops (Cases 2C,
2D, 3D). In the cases when jdes is set, the algorithm also sets the
variable 𝜌 to a value that, as we discuss in the analysis of Polaris-C
(Theorem 4.6), ensures that the multigraph returned by the algo-
rithm is drawn fromZ according to 𝜋 . Let now𝐻 be the multigraph
obtained by applying jdes to 𝐺 . Polaris-C checks whether a value
chosen uniformly at random in [0, 1] is smaller than 𝜌𝜋 (𝐻 )/𝜋 (𝐺),
and if so, updates the state 𝐺 of the Markov chain to 𝐻 (Line 46),
otherwise the chain remains in the current state. After 𝑡 iterations,
the current state 𝐺 is returned.

Theorem 4.6. The Markov chain run by Polaris-C has stationary

distribution 𝜋 .

The proof can be found in the extended version of the paper. It
essentially shows that, no matter into what case of the classification
the sampled JDES falls, the algorithm follows the MH approach
for choosing the acceptance probability to ensure the thesis of the
theorem.

5 Experimental evaluation

Our experimental evaluation has three objectives. First, we demon-
strate the qualitative differences between multigraphs sampled
using the traditional configuration model and those obtained from
Polaris. We focus on the configuration model as it is the stan-
dard reference model in network analysis [35] and aligns with the
focus of this paper on microcanonical ensembles. Second, we ana-
lyze the extent to which the baseline algorithm Polaris-B differs
from the color-aware algorithm Polaris-C in their respective move-
ments within the state space. Lastly, we show the scalability of both
Polaris-B and Polaris-C, particularly in relation to the number of
vertex colors and the number of edges.

Datasets.We consider 11 real-world labeled networks, whose char-
acteristics are summarized in the extended version of the paper.

Experimental Setup. All experiments are run on an Intel Xeon
Silver 4210R CPU@2.40GHz running FreeBSDwith 383 GiB of RAM.
We evaluate three sampling algorithms: the baseline color-agnostic
algorithm Polaris-B, the color-aware algorithm Polaris-C, and
the traditional configuration model (CM), which samples from the
state space of multigraphs with a prescribed degree sequence. The
code and the datasets used are available on GitHub.4

For the experiments aimed at the first goal, we allow 10 Markov
chains to evolve for 4000𝑚 iterations, where𝑚 is the number of
multiedges, recording the degree assortativity of the current state
every 0.05𝑚 iterations. For the experiments aimed at the other two
goals, we generate 100 independent samples by using each sampler
for𝑚 log(𝑚) iterations.

5.1 Comparison with the Configuration Model

Figure 2 shows that the color assortativity values of the multi-
graphs sampled by CM significantly diverge from those of the
corresponding observed multigraphs, with relative errors close to
1. This discrepancy arises because CM disrupts the original correla-
tions in the observed datasets, generating random graphs with low
color assortativity. The effect is more pronounced in datasets with

4https://github.com/lady-bluecopper/Polaris

Algorithm 2: Polaris-C
Input: Observed multigraph 𝐺̊ � (𝑉 , 𝐸, L, 𝜆) , distribution 𝜋 over Z,

number of iterations 𝑡
Output:Multigraph drawn from Z according to 𝜋

1 𝐺 ← 𝐺̊

2 repeat 𝑡 times

3 ℓ ← color drawn u.a.r. from L
4 (𝑢, 𝑤 ) ← edge drawn u.a.r. from 𝐸𝐺,ℓ

5 (𝑣, 𝑧 ) ← edge drawn u.a.r. from 𝐸𝐺,ℓ \ { (𝑢, 𝑤 ) }
6 if | {𝑢, 𝑤, 𝑣, 𝑧} | = 1 then continue // Case 1
7 else if | {𝑢, 𝑤, 𝑣, 𝑧} | = 2 then

8 if both (𝑢, 𝑤 ) and (𝑣, 𝑧 ) are self-loops then // Case 2A
9 jdes← (𝑢,𝑢 ), (𝑣, 𝑣) → (𝑢, 𝑣), (𝑣,𝑢 )

10 𝜌 ← (𝜔𝐺 ( (𝑢, 𝑣) ) + 2) (𝜔𝐺 ( (𝑢, 𝑣) ) + 1)/𝜔𝐺 ( (𝑢,𝑢 ) )𝜔𝐺 ( (𝑣, 𝑣) )
11 else if neither (𝑢, 𝑤 ) nor (𝑣, 𝑧 ) is a self-loop and 𝜆 (𝑢 ) = 𝜆 (𝑤 )

then // Case 2B
12 W.l.o.g. let 𝑢 = 𝑧 (thus 𝑤 = 𝑣)
13 jdes← (𝑢, 𝑣), (𝑣,𝑢 ) → (𝑢,𝑢 ), (𝑣, 𝑣)
14 𝜌 ←

(𝜔𝐺 ( (𝑢,𝑢 ) ) + 1) (𝜔𝐺 ( (𝑣, 𝑣) ) + 1)/𝜔𝐺 ( (𝑢, 𝑣) ) (𝜔𝐺 ( (𝑢, 𝑣) ) − 1)
15 else continue // Case 2C or 2D
16 else if | {𝑢, 𝑤, 𝑣, 𝑧} | = 3 then

17 if either (𝑢, 𝑤 ) or (𝑣, 𝑧 ) is a self-loop then // Case 3A
18 W.l.o.g. let (𝑢, 𝑤 ) be the self-loop
19 jdes← (𝑢,𝑢 ), (𝑧, 𝑣) → (𝑢, 𝑣), (𝑧,𝑢 )
20 𝜌 ← (𝜔𝐺 ( (𝑢, 𝑣) ) + 1) (𝜔𝐺 ( (𝑢, 𝑧 ) ) + 1)/𝜔𝐺 ( (𝑢,𝑢 ) )𝜔𝐺 ( (𝑣, 𝑧 ) )
21 else // W.l.o.g. assume 𝑢 = 𝑣

22 if nl(𝑢, 𝑤, 𝑣, 𝑧 ) = 1 then // Case 3B
23 jdes← (𝑢, 𝑤 ), (𝑧,𝑢 ) → (𝑢,𝑢 ), (𝑧, 𝑤 )
24 𝜌 ←

(𝜔𝐺 ( (𝑢,𝑢 ) ) + 1) (𝜔𝐺 ( (𝑤,𝑧 ) ) + 1)/𝜔𝐺 ( (𝑢, 𝑤 ) )𝜔𝐺 ( (𝑢, 𝑧 ) )

25 else if 𝜆 (𝑢 ) = 𝜆 (𝑤 ) or 𝜆 (𝑣) = 𝜆 (𝑧 ) then // Case 3C
26 jdes← (𝑢, 𝑤 ), (𝑧,𝑢 ) → (𝑢,𝑢 ), (𝑧, 𝑤 )
27 𝜌 ←

(𝜔𝐺 ( (𝑢,𝑢 ) ) + 1) (𝜔𝐺 ( (𝑤,𝑧 ) ) + 1)/𝜔𝐺 ( (𝑢, 𝑤 ) )𝜔𝐺 ( (𝑢, 𝑧 ) )

28 else continue // Case 3D or 3E
29 else // i.e., | {𝑢, 𝑤, 𝑣, 𝑧} | = 4
30 if nl(𝑢, 𝑤, 𝑣, 𝑧 ) = 3 and 𝜆 (𝑢 ) ≠ 𝜆 (𝑤 ) and 𝜆 (𝑣) ≠ 𝜆 (𝑧 ) then //

Case 4A
31 W.l.o.g. let 𝜆 (𝑢 ) = 𝜆 (𝑣)
32 jdes← (𝑢, 𝑤 ), (𝑣, 𝑧 ) → (𝑢, 𝑧 ), (𝑣, 𝑤 )
33 𝜌 ← (𝜔𝐺 ( (𝑢, 𝑧 ) ) + 1) (𝜔𝐺 ( (𝑣, 𝑤 ) ) + 1)/𝜔𝐺 ( (𝑢, 𝑤 ) )𝜔𝐺 ( (𝑣, 𝑧 ) )
34 else if nl(𝑢, 𝑤, 𝑣, 𝑧 ) = 2 and 𝜆 (𝑢 ) ≠ 𝜆 (𝑤 ) and 𝜆 (𝑣) ≠ 𝜆 (𝑧 )

then // Case 4B
35 W.l.o.g. assume ℓ = 𝜆 (𝑢 ) = 𝜆 (𝑣) and let ℓ ′ � 𝜆 (𝑤 ) = 𝜆 (𝑧 )

(it holds ℓ ≠ ℓ ′)
36 jdes← (𝑢, 𝑤 ), (𝑣, 𝑧 ) → (𝑢, 𝑧 ), (𝑣, 𝑤 )
37 𝜌 ←

(𝜔𝐺 ( (𝑢,𝑧) )+1) (𝜔𝐺 ( (𝑣,𝑤) )+1)���𝐸𝐺,ℓ

���(︂���𝐸𝐺,ℓ

���−1
)︂ + (𝜔𝐺 ( (𝑢,𝑧) )+1) (𝜔𝐺 ( (𝑣,𝑤) )+1)���𝐸𝐺,ℓ ′

���(︂���𝐸𝐺,ℓ ′
���−1

)︂
𝜔𝐺 ( (𝑢,𝑤) )𝜔𝐺 ( (𝑣,𝑧) )���𝐸𝐺,ℓ

���(︂���𝐸𝐺,ℓ

���−1
)︂ +𝜔𝐺 ( (𝑢,𝑤) )𝜔𝐺 ( (𝑣,𝑧) )���𝐸𝐺,ℓ ′

���(︂���𝐸𝐺,ℓ ′
���−1

)︂
38 else // Case 4C
39 if fairCoinFlip() is head then

40 jdes← (𝑢, 𝑤 ), (𝑣, 𝑧 ) → (𝑢, 𝑧 ), (𝑣, 𝑤 )
41 𝜌 ←

(𝜔𝐺 ( (𝑢, 𝑧 ) ) + 1) (𝜔𝐺 ( (𝑣, 𝑤 ) ) + 1)/𝜔𝐺 ( (𝑢, 𝑤 ) )𝜔𝐺 ( (𝑣, 𝑧 ) )
42 else

43 jdes← (𝑢, 𝑤 ), (𝑧, 𝑣) → (𝑢, 𝑣), (𝑧, 𝑤 )
44 𝜌 ←

(𝜔𝐺 ( (𝑢, 𝑣) ) + 1) (𝜔𝐺 ( (𝑧, 𝑤 ) ) + 1)/𝜔𝐺 ( (𝑢, 𝑤 ) )𝜔𝐺 ( (𝑣, 𝑧 ) )
45 𝐻 ← apply jdes to𝐺
46 if Uniform(0, 1) < 𝜌𝜋 (𝐻 )/𝜋 (𝐺 ) then𝐺 ← 𝐻

47 return𝐺

https://github.com/lady-bluecopper/Polaris
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Figure 2: Distribution of the relative errors of color assortativity for

samples generated by CM, compared to the color assortativity of the

observed datasets, for datasets of increasing size. Results are based

on 100 samples. Bars indicate one standard deviation.

a larger number of colors or higher color assortativity, where the
gap between the observed assortativity and that of the randomized
graphs is larger. Consequently, we observe larger relative errors in
datasets such as Trivago (|L| = 160), Obamacare, and Abortion
(assortativity 0.95), and smaller errors in datasets such as Comb and
Guns (|L| = 2 with assortativity values of 0.31 and 0.35, respec-
tively). This result proves that CM does not adequately capture the
color assortativity present in the observed data.

Figure 3 presents the running time of each sampler across the
different datasets. This plot highlights that, despite Polaris-B and
Polaris-C performing more complex operations and needing to
update more quantities after each swap operation, their running
time is similar to that of CM. However, the differences in perfor-
mance become especially visible in datasets with a larger number
of labels, such as Trivago and Phy-Cit. In these datasets, Polaris-
B takes, on average, one order of magnitude longer to generate
a sample compared to the other two samplers. As the number of
colors increases, the likelihood that the sampled DES is not a JDES
also increases, thus increasing the running time. As a consequence,
the algorithm must repeatedly sample new DESs until it finds one
that is a JDES, which adds considerable overhead to the process.

Figure 4 presents the running time required by Polaris-B and
Polaris-C to perform 𝑚 log(𝑚) iterations on different versions
of the Walmart dataset (left), and the distribution of the relative
errors of color assortativity of the samples generated by CM (right).
Starting from the 11 available colors (product categories), we cluster
these colors to create new realistic sets of 2, 4, and 8 colors.

The running time of CM is not affected by the number of colors,
as it samples from a state space that is agnostic to vertex attributes.
Therefore we omit it from this plot. Interestingly, the running time
of Polaris-C remains consistent across the different numbers of
colors. This consistency is likely due to Polaris-C maintaining a
high acceptance rate, which produces a similar number of updates
regardless of the number of colors.

In contrast, the running time of Polaris-B grows as the number
of colors increases. As already mentioned, a higher number of
colors increases the probability that a sampled DES is not a JDES.

Cit
e
Bre

xit

Tw
itt

er

Ph
y-C

it

Abo
rti

on

US-
Ele

ct

Tri
va

go

Oba
mac

ar
e

Walm
ar

t
Co

mb
Gun

s

100

101

102

103

Ti
m

e 
(s

)

CM
Polaris-B
Polaris-C

Figure 3: Running time required by each sampler to perform

𝑚 log(𝑚) iterations, for datasets of increasing size. Results for 100
samples. Bars indicate one standard deviation.
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Figure 4: Running time (left) required by Polaris-B and Polaris-C

to perform𝑚 log(𝑚) iterations in different versions of Walmart,

and distribution of the relative errors of color assortativity of the

samples generated by CM (right). Results for 100 samples.

Consequently, more DESs need to be drawn before finding one that
is a JDES, which leads to an increased running time.

The figure also shows the distribution of the relative error of
color assortativity values for the multigraphs generated by CM.
Again, we observe that the color assortativity of the sampled multi-
graphs significantly diverges from those of the original multigraphs.

5.2 Performance Analysis of Polaris-∗
Figure 5 consists of three panels, each addressing a different aspect
of the performance and behavior of Polaris-B and Polaris-C, in
three different datasets: Cite, Brexit, and Twitter. The top panel
shows the running time as a function of the number of iterations.
Polaris-C is faster than Polaris-B in most cases.

The middle panel shows the fraction of iterations with four
possible outcomes: (𝑖) the sampled DES is not a JDES (Out of Space),
(𝑖𝑖) the DES is a no-op JDES (Unchanged), (𝑖𝑖𝑖) an accepted transition
to the next state (Accepted), and (𝑖𝑣) a rejected transition (rejected).
Polaris-C avoids sampling DESs that are not JDES, thus having no
Out of Space outcomes. Additionally, Polaris-C has a higher ratio of
accepted transitions than Polaris-B, thus it explores the state space
more extensively. Due to frequentOut of Space outcomes, Polaris-B
has to frequently resample new DESs, leading to increased running
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Figure 5: Running time (top), average ratio of iterations for each

of the four possible outcomes (mid), and degree assortativity as a

function of the number of iterations (bottom) for each sampler on

Cite (left), Brexit (middle), and Twitter (right).

times per iteration (as shown in the first panel). This effect becomes
particularly evident as the number of colors increases.

The bottom panel illustrates the degree assortativity of the states
visited in the Markov chains produced by each sampler, which is
often used as a measure of convergence for the chain [39]. Both
algorithms reach a plateau at nearly the same point, which suggests
the states visited start to share similar characteristics. However, as
shown in the first plot, Polaris-C achieves this plateau faster.

Figure 6 provides a detailed analysis of the time required to
perform a step in the sampling process, categorized by the type of
outcome. Specifically, the left chart shows the times for transitions
that are accepted, whereas the middle chart illustrates the times for
transitions that are rejected. An accepted transition corresponds
to the outcome Accepted, while a rejected transition include the
outcomes Rejected and Unchanged. The right chart displays the
distribution of total time for steps where the sampled DES is not a
JDES (i.e., Out of Space). On average, accepting a transition is 2×
slower than rejecting it, because the algorithms must update the
data structures that store the edges and their weights to maintain
correctness after an accepted transition.

Polaris-C has higher step times compared to Polaris-B as
• Polaris-C performs more computations even for rejected steps,
as it must evaluate several quantities to compute the value of
𝜌 . In contrast, Polaris-B performs fewer computations before
rejection, and thus achieves lower running times;
• when a transition is accepted, Polaris-C needs to maintain

additional data structures necessary to ensure that the sampled
DES is always a JDES.
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Figure 6: Distribution of the average time required to perform a step

where the transition to the next state is accepted (left) or rejected

(middle). The right plots show the total time required to find a DES

that is a JDES. Results for 10 Markov chains.

Nonetheless, Polaris-B results in longer overall running times
because it uses a considerable amount of time to find a DES that is
a JDES, especially when the number of colors is higher.

6 Conclusion

We introduced Polaris, an ensemble of colored multigraphs with
prescribed Joint Color Matrix. The JCM captures key properties rel-
evant to the study of polarized networks, such as color assortativity.
We described two efficient algorithms to sample from the space of
such multigraphs according to any user-specified probability distri-
bution over this space. Our algorithms work by running a Markov
chain on the multigraph space, following the Metropolis-Hastings
approach for determining whether to accept the move to a proposed
neighbor of the current state. We conducted an extensive experi-
mental evaluation, showing the shortcomings of existing methods
in capturing the color assortativity, and assessing the performance
of our algorithms across different datasets in terms of scalability,
runtime, and acceptance probability.

This work serves as an important first step toward analyzing
polarization in real networks. While a comprehensive study of
polarization lies beyond this paper’s scope, the tools developed
here lay the groundwork for future studies on this subject.
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7 Ethical considerations

Our paper introduces a new method for assessing the statistical
significance of the polarization structure discovered in online so-
cial networks. The motivation of our work is the study of social
phenomena, such as polarization, formation of echo chambers,
opinion dynamics, and influence among individuals in online social
networks. As such, our work contributes to the growing field of
computational social science, which in turn contributes to a better
understanding of complex social behavior. Our emphasis in this
work is on the design of new algorithms for efficient sampling
from a novel network null model and the mathematical analysis

of the algorithms and their properties. During our study, we did
not perform any data collection, and our empirical evaluation uses
benchmark graph datasets that are publicly available. For future
studies and researchers who would like to apply our method on
new data collected from online social networks, we emphasize the
importance of prioritizing ethical considerations to protect the pri-
vacy and rights of individuals. This involves obtaining informed
consent where possible, anonymizing data to prevent the identifica-
tion of users, applying the data minimization principle, and being
mindful of the potential for harm in the analysis and dissemination
of findings. It is also important to comply with platform policies
and legal regulations, such as GDPR.
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